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Glass transition in an off-lattice protein model studied by molecular dynamics simulations
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In this paper we report the results of a numerical investigation of the glass transition phenomenon in a
minimalist protein model. The inherent structure theory of Stillinger and Weber was applied to an off-lattice
protein model with a native stat@-sheet motif. By using molecular dynamics simulations and the steepest
descent method, sets of local potential energy minima were generated for the model over a range of tempera-
tures. The mean potential energy of the inherent structures allowed to make rough estimates of the glass-
transition temperatur€, . More accuratelyTx was computed by direct evaluations of the total and vibrational
entropies. It is found that for the present model the thermodynamic ratio of the folding and glass-transition
temperatures is 1.7 which is in good agreement with experimental observations.
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I. INTRODUCTION quantity in protein science as in the theory of liquids. The
qualitative changes that occur to proteins upon glassification,
According to the inherent structur@S) theory[1], the  such as the failure to carry out their biological functions,
partition function of a liquid can be represented as a sum ohave attracted much experimental and theoretical interest to
terms originating from averages taken over basins of attracthe glass-transition problem over the past few yd&rsg|.
tion, or valleys, of the associated potential energy surface. Ashe glass-transition temperature appears as a critical quantity
a result, all thermodynamic functions of the liquid state canin theoretical studies of protein folding. According to the
be determined by knowing which basins of attraction argandscape theory of protein foldiri§] the ratio of folding to
predominantly visited by the system at a given temperatureglass-transition temperatur&s/ T characterizes the amount
Since systems under study are typically of macroscopic diof frustration present in a protein and controls many of its
mensions, with an enormous number of valleys, a statisticadasic properties such as foldability or structural details of the
description of the associated local minima becomes necesransition state ensembl0,11. In light of the essential role
sary. Configurational entrop$.(E) arises within the statis- of the glass-transition in the protein folding problem, it is of
tical approach as a measure of the number of local minim@mportance to be able to predict accurately the glass-
whose depth lies betwedhandE+dE. The configurational  transition temperatur, through numerical simulations. To
entropy plays a central role in the theory of the liquid-glassthe best of our knowledge there have been only two papers
transition insofar as the transition temperature is concerneq12,13 that addressed the issue of computifgin a con-
the temperature at whicB(T) turns zero marks the ideal tinuous protein model—a situation highly indicative of the
glass-transition, or Kauzmann, temperatiiie. The glass- complexity of the problem. In one of thef2] an approxi-
transition follows the entropy crisis scenario in which sys-mate formula derived from the random energy model was
tems under cooling gradually run out of thermally accessiblaised. The othefr13] tried to link glass-transition temperature
states aflx and remain in the neighborhood of a single basinwith the fractional dimension of the underlying free energy
of attraction at lower temperatures. A significant computa-surface. Due to either employed approximations or the lack
tional effort is required to simulate supercooled liquids andof established conceptual formalism the final results of both
the IS formalism has only recently been applied to computepapers cannot be considered rigorous.
simulations of liquids. Algorithmic developments in the past At present, due to large numbers of degrees of freedom
few years have made it possible to use computer simulationgnd long relaxation times involved in microscopic models of
to systematically explore the ways in which the glass-proteins, only proteins with reduced geometry representation
transition is approached in liquids, from both dynamical andare amenable to systematic numerical studies. These so-
structural points of view2—4]. An important outcome of called minimalist models fall into two categories, depending
these simulations, the physical relevance of which extendsn how the monomer configurations are dealt with, lattice or
well beyond the theory of the liquid state, is the accurateoff lattice. Here we will focus on off-lattice protein models
numerical prediction offk . as they reproduce structure and kinetics of real proteins more
The glass-transition temperatufg is just as important a faithfully. A large variety of these models have been pre-
sented recently and used to gain valuable insights into pro-
tein thermodynamics and kineti€$4,15. In the present pa-
*Permanent address: Institute for Condensed Matter Physicger, we describe the results of an application of the IS theory
1 Svientsitsky ~ Str., Lviv79011, Ukraine. Email address:to investigate the glass-transition in an off-lattice minimal
andrij@icmp.lviv.ua protein comprised of a string of 16 spherical beads linked by
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virtual bonds of constant length and interacting via a numbeerate. In this case it makes sense to transform the summation
of potentials. These include bond angle, torsion, and hydrom Eq. (1) over energy valleys into an integration over local
phobic potentials. The ground state, or native, conformatiompotential energy minimum levels:

of the model is g3-sheet motif. By using molecular dynam-

ics simulations and steepest descent energy minimization the _ — BE — BF(B.E|)

mean deptte, (T) of the local potential energy minima was Z(’B)_f dE (B e 7 . @
computed as a function of temperature. At sufficiently low o
E_(T) reaches a plateau with energy close to the ground’nere dELQ(E,) denotes the number of local minima
state energy indicating that the majority of simulations atVN0Se potential energy, lies betweerE, andE, +dE, .
these temperatures sample conformations from the ground3:E) corresponds to the free energy of basirand is
state basin. Consequently, it is predominantly into this basit'€fined as

of attraction that freezing takes place. By using simulations

in the multicanonical ensemble we computed the mean po- —Bf(B EL):lnf efﬁAa(F)E_ @)
tential energy of the model over a wide range of temperature ' r, ASN

that extends into the low-region, where the harmonic ap-

proximation to the model’s statistics applies. This allowed udn the above equation, it is tacitly assumed that local minima
to evaluate the total entropy of the system for temperaturewith similar depth have similar shapes, and hence free en-
ranging from freezing to above folding and collapse. Addi-ergy. Vibrational properties related to individual valleys will
tionally the vibrational entropy associated with trapping inhenceforth be denoted by the subsciiptlt can be shown
the native state basin was computed in a series of separdi8] that at sufficiently low temperature the total entropy of
canonical simulations. From the point where the total andhe system is related to the configurational entr&yE)
vibrational entropies match we were able to unambiguously=kgyln Q(E) by the simple relationship:

determine the glass-transition temperature for the present

model. It is also found that the vibrational motion of the S(E)=Sc(E)+S,(E), 4

molecule within the boundaries of the native state is highly . . . .
: : . “whereS,(E) is the vibrational entropy of valleys with depth

nonharmonic. Employment of the harmonic roximation’’
' ! ploy 'c approximat E. S,(E) can be evaluated from the free enerd\3,E) of

for the vibrational part of the entropy leads to a gross underth I followi tandard th d . lati
estimation ofTk , erroneous by a factor of three compared to ese valleys following standar ermocdynamic refations.
the correct value. Equation (4) is central to the problem of identifying the

The paper is organized as follows. In Sec. Il we brieﬂyglass-transmon temperature. Its physical interpretation is that

describe the foundations of the IS theory and its applicatior? I|qu_;? g?n bs r?gardeddatsh froze_rtn_ glassf Ivvholse _a_tomsA:;lre
to calculating the glass-transition temperature for a proteir‘f’e.rmI ed 1o vibrateé around the positions ot local minima.
model. Section Il concerns the main results of the presen‘?omts where the tojtal and vibrational entropies match, i.e.,
work and includes a detailed account of the method used twhen the relationship
calculateT, . The conclusions are presented in Sec. IV. S(T.)=0

e(Tk) = )

Il. THEORETICAL BACKGROUND AND MODEL is satisfied, the system is said to undergo the ideal glass
transition. From the definition of the configurational entropy
it is clear that forT<T the system is only allowed to re-
main in the neighborhood of a single minimum, while for
> Ty multiple minima are accessible. In a nutshell this en-
|e0py crisis scenario of freezing can be explained as follows.

. . o : he dynamics of a liquid are composed of vibrations within
regions and the canonical partition function of a condense y q P

matter svstem can then be represented m over thang basins of attraction as well as spontaneous jumps be-
reZioenS'SyS em can then be represented as a sum over Nqgfen the basins. As temperature decreases, it becomes more

difficult for the system to change basins and jumps become
1 infrequent. AtT=Ty, the potential energy barriers separat-
z8)=— e*BUaf e~ BAaqr, (1) ing valleys b_ecome too high, _preventing jumpg_and_lqcking
AN 3 I, the system into a single minimum. The specific minimum
into which freezing takes place may not necessarily be the
where\ is the thermal wavelengtiN is the number of par- one with the lowest energy, and may not be unique. History
ticles comprising the systeng, is the inverse temperaturE,  of the cooling process strongly influences the final state into
refers to a single conformation in theNadimensional con-  which the liquid freezes.
figurational spacelJ, is the minimal energy of attraction The above discussion pertained to liquids and their glass-
basina, andA,(I')=U(I")—U,. The integration in Eq(1) transition, but made no mention of the specific characteristics
is limited to the boundaries of basin(indicated by the sub- of the liquid state. In principle, the IS formalism is appli-
script a in the integral. When dealing with macroscopic cable to other condensed matter systems which are charac-
numbersN, the number of local minima in the PES becomesterized by potential energy surfaces with many local minima.
macroscopic as well, with many minima being highly degen-This is the case for heteropolymers, in particular proteins

Within the inherent structure theoft,16] a basin of at-
traction of the potential energy surfa@@Eg is defined as a
set of points of the configurational space that are connect
to the same minimum via the steepest descent operation. TI?
entire conformational space is divided into nonoverlappin
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Ne
“ =2 Un(T)=Up+ 7ka (7)

and the entropy

Ng 1 )\l"‘)\NF
ST =5 [1=In(B)] - 5In—F——=(N=2) In,

®

whereNg=2N-5 is the number of degrees of freedom that
characterize the present model ddg is the energy of the
local minimum around which the harmonic vibrations are
considered. Equatiof8) was obtained by choosing as inde-
FIG. 1. Native state of thg8-sheet model considered in the pendent degrees of freedofr;} N—2 bond angles andl
present study. Dark balls refer to the hydrophobic residues and the 3 torsion anglegwhich uniquely define conformational
light denote the neutral residues. states of the modgIThe parameters; - - - \_ are eigenval-

. . . . ues of the Hessiami®. Since we consider here dynamics
(which will be the main subject of the present studsnd the around local minima all’s are positive by definition.

IS theory can be used to describe freezing phenomenon in
these systems. In the case of proteins, freezing takes place
from the globular state, which can consist of either folded or lll. RESULTS AND DISCUSSION
misfolded conformations. The main requirement is that the Tq jnvestigate the glass-transition phenomenon in the con-
protein possesses sufficient conformational freedom in thagxt of the protein folding problem, we applied the IS theory
state. o _ and molecular dynamics to the off-lattice minimal protein
In order to determine in a detailed manner how the glassgescribed in the preceding section. Inherent structures were
transition is approached in proteins, we applied the inherenfapped from simulations organized according to the linear
structure theory to an off-lattice protein model. The model isgjmylated annealing schedulg., ;= T,+ AT, carried out at
described in detail in our earlier wof7,18. It consists of  y4rying parameteAT. Every r time steps the current mono-
a string of 16 monomers connected by virtual bonds of fixedner configuration was used to initiate the steepest descent
length. The monomers can be either of hydrophobic or néuprocedure and find a local potential energy minimum. A total

tral types depending on whether they attract each other qfymper of 100 inherent structures were recorded at &ach
repel. There is a total of 12 hydrophobic and 4 neutral monoznqg stored into a file.

mers. In addition to long-range hydrophobic forces, which |+ has been observed in computer simulations of super-
are modeled by Lennard-Jones potentials, all monomers aggoled liquidg2], that as the temperature decreases, the sys-
also subject to harmonic bending and torsional potentialsem starts to explore all the deeper potential energy valleys.
The latter was carefully chosen so as to ensuregteheet  ag g result, the mean ener@y (T) of the inherent structures
conformation for the ground state of the model as shown Napidly drops with temperature and at sufficiently 1ol
Fig. 1. For more details on the potential function parameter;aEL(T) reaches a plateau and remains constant for lower tem-
we refer the reader to our previous wdtk7,18. .. peratures. The exact valdg, where this plateau occurs can
According to Eq(5), the evaluation of the glass-transition interpreted as the temperature of glass-trangii6h The
temperatureT ¢ requires knowledge of both total and vibra- specific low-energy valleys that are explored in computer
tional entropies. Entropy as a function of temperature can bgjulations at low temperatures depend strongly on the sys-
calculated from the potential enerdy(T) obtained from (o5 relaxation times. The longer periada liquid is al-
computer simulations according to the well-known thermo-jo\yeq to equilibrate, the deeper the potential energy valleys
dynamic relation it visits. As a result, the glass-transition temperatiigede-
termined by computational means is context specific in that it
S(T)=S(T) + ucm _ U(To) + fT U(s) ds (6) is dependent on the details of the underlying cooling scheme.
0 - . . .
T To To S° If one were able to run simulations on the laboratory time
scales it would be possible to compute the thermodynamic
Here T, denotes some reference temperature for which th¢independent of the assumed time stalass-transition tem-
entropy is assumed to be known. A simple choiceTgffor  peratureT, by using the computational methods described
the present system is some sufficiently low temperature suchbove. This is, however, not the case at present and the glass-
that the statistics of the system are well described by théransition temperatur@ in liquids is currently determined
harmonic approximation. If one approximates the realpy extrapolations from molecular dynamics simulations per-
HamiltonianH(I") by a quadrature of independent degreesformed at a higher temperature.
of freedomH(I')=Uq+ %Ei,jH?jxixj , where H} is the In proteins the situation is different from the above in two
Hessian andx; are generalized coordinates, all thermody-main aspects. First, according to the minimal frustration
namic functions can be evaluated analytically. In particularprinciple [19] the protein only occupies a limited number of
potential energy is given by conformations at lowT. In fact the high “foldability” of
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FIG. 2. Mean potential energy of inherent structuisyT) FIG. 3. Potential energy as function of temperature for the stud-

computed for the present protein model in simulated annealinged B-sheet motif. Solid line, total potential energy computed in
simulations at varyingr and AT=0.032. E,(T) does not change multicanonical simulations, dotted line, harmonic approximatin
significantly whenr is varied over an order of magnitude starting for the ground state attraction basin, dashed line, harmonic approxi-
from equilibration times comparable to the folding time. In addition mation for attraction basins sampled during the simulated annealing
to the glass-transition temperatufg also the temperatures of fold- runs performed at=1x10° andAT=0.032; and symbols, vibra-
ing T; and collapseT, are indicated. Energy and temperature aretional energy of the ground state basin. The harmonic approxima-
measured in reduced unigg ande;, /kg, respectively{17,18. tion becomes correct dt,=0.11. The molecule begins its escapes
from the ground state &t =0.35.

proteins requires that their energy landscape have a funnel-

like shape with unique native state at the bottom. Misfoldedate for optimized protein models. In order to further test the
conformations with potential energy comparable to that oftemperature behavior of the mean energy of inherent struc-
the native state may exist, but they are not numer@es-  tyres, we ran additional simulations AT=0.016 andAT
tainly far less numerous than the equivalent local minima in=g 063 and found no noticeable difference in the results
supercooled liquids or random heteropolymeg&econd, the  compared to those shown in Fig. 2. This leads us to conclude
relaxation time scale in proteins is set by the folding tifie  that in optimized protein models with sufficiently smooth
Events that occurs at times much longer thaian be con-  potential energy surfaces, freezing processes occurring on a
sidered irrelevant to the problem. These two remarks shoulgfme scale comparable to the folding time will take place
be kept in mind in the context of the mean potential energypredominantly into the attraction basin of the native state.
of the inherent structureE, (T) calculated in the present Obviously, if the cooling schedule is chosen too fast, the
work. E (T), computed as a function of temperature by us-glassification into other misfolded states cannot be ruled out.
ing simulated annealing runs with paramefef=0.032, is  These situations may arise in special circumstances, for ex-
shown in Fig. 2. Energy and temperature in this figure, asmple when proteins are placed in media with extreme tem-
well as in the rest of the paper, are shown in reduced egits perature gradients, and will not be considered here.

and e, /kg, respectively[17,18, where e, measures the Judging from Fig. 2 and from previous numerical work on
strength of the hydrophobic interaction akgl is the Boltz-  |S theory[16,2], we can make a first estimate of the glass
mann constant. The figure shows tiE{(T) is clearly com-  transition temperature of the present model toThe-0.4. A
prised of three consecutive parts: a first plateau extendinghore accurate estimate of , however, requires precise cal-
from T=0 up toTx and two additional regions at high&  culations of the vibrational and total entropies. As discussed
The main elements d&, (T) for our protein model are found in Sec. Il, the total entropy can be calculated with the help of
in supercooled liquid$2]. What makes the present system one reference temperatuFg at which the harmonic approxi-
differ is the behavior o, (T) at low T with respect to the mation is correct. This temperature can be determined from
equilibration timer. For 7 shorter than folding timer; (7; graphs of the total potential energy of the model and poten-
~2x10* time steps for the present modgl8]), the mean tial energy computed in the harmonic approximati@h as
energy of local minima is subject to considerable scatteringshown in Fig. 3. The harmonic energy was computed both in
As 7 grows, E (T) smooths out and for equilibration times the native state basin and, as is common practice in liquid
longer than X 10* time steps remains almost constant evensimulations, in the basins of attraction sampled by the simu-
with variations inr as great as an order of magnitude. This islated annealing rungperformed atr=1x10° and AT

the most important observation following from Fig. 2: as =0.032). At a temperature in the vicinity &, both curves
long as the equilibration time exceedsr;, it has very little  start to deviate reflecting the fact that at this temperature,
influence on which potential energy valleys are visited by thesimulated annealing runs lead to minima other than the
molecule at low temperatures. The |Gwplateau value of ground state. This information can also be inferred from Fig.
E (T) is close to the energy of the native state and does nd. More interesting is to investigate the temperature at which
change withr. As anticipated earlier, this is a direct conse-the statistics of the molecule become harmonic, i.e., where
guence of the special funnel-like shape of the PES approprid (T) and U,,(T) match. While the harmonic part of the
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potential energyJ,,(T) is easy to compute by following for-
mula (7) evaluation of the total potential enerty(T) poses —40 1
a serious difficulty. Due to long relaxation times near glass-
transitions, proper equilibration of proteirfsr liquids) at
low temperatures is highly problematic. This limitation im- 60
poses a lower bound on temperatures for whigfi’) can be (,‘\‘:
evaluated in simulations. In order to proceed to lower tem-
peratures one needs to resort to extrapolations of potentie  _gy |
energy, or entropy, as is commonly done in simulations of
supercooled liquids with the help of known analytical formu-
las [3,4]. There are no analytical formulas available for po-
tential energy as function of temperature in proteins and thus
the situation becomes more complicated. The very definition T (units of e,/k,)
of the glass-transition temperature implies that simulations
performed atT~Ty are destined to sample conformations
from one attraction basin only. In this cag€T) cannot be
determi_ned reliably. Fortunatgly the rgcent advgnt of theﬁ-sheet motif. Solid line, total entropy computed fras{T) fol-
generallzed-ensemblg S'm_U|at'0n t_ECh”'qm provides an  |owing formula(6); dotted line, harmonic approximati@8) for the
elegant solution to this difficulty. Simulations performed in @ ground state attraction basin; dashed line, harmonic approximation
generalized ensemble are devoid of kinetic traps and samp%r attraction basins sampled during the simulated annealing runs;
configurations in a wide range of energy. When the simulaand symbols, vibrational entropy of the ground state basinT At
tion is carried out over a sufficiently long time the molecule > T, availability of other attraction basins provides more entropy to
can visitall the available attraction basins many times so thathe system than can be delivered by the native state basin alone.
reasonable statistics can be collected. In this paper, we used
the noniterative version of the multicanonical algorithm
implemented in a deforme@due to the Tsallis statistical . ) .
weFi)ght factoy potential energy landscapel1,22. The simu- grages(lf r!ot, the conformgtlop was d|§cargbedhe result.-
lation was performed for 8 1C° time steps and we ensured N9 Potential energy),(T) is displayed in Fig. 3. lts statis-
sampling of the potential energy in an interval broad enougﬁ'cal error is comparable to the size of the s_ymbols shown in
for the histogram reweighting meth§23] to be applied. Itis the figure. As expected),(T) strongly deviates from the
worth emphasizing that the ability of the generalized-€nergy obtained in the harmonic approximation(T) for
ensemble simulation to overcome kinetic traps and gathef >Tn. For low temperatures up ff both functions for the
information on all potential energy valleys at once is centraltotal energyU(T) and that forU,(T) merge into one curve.
to the success of the present work. In Fig. 3 the reweightediVe recall that the former function was computed in simula-
potential energyJ(T) is denoted by solid line. Comparison tions wherein the chain was allowed to visit all potential
of this line with the dotted line ofJ,(T) reveals that the energy basins while the latter is essentially a single basin
highest temperature at which the harmonic approximatiortharacteristics. Thus the most natural conclusion that follows
holds true isT,,=0.11. We will use this temperature to esti- from Fig. 3 is that alf < Ty there remains only one basin of
mate the entropy of the present model later in the text.  attraction, namely, the native state, that is thermally acces-
In simulations of supercooled liquid8,4] it is often as-  sible to the molecule. This statement can be taken as a loose
sumed that basins of attraction are harmonic. This is clearlyefinition of the ideal glass-transition temperature. In order
not the case for the present protein model since otherwise thg make a more formal connection with the usual definition
glass-transition temperaturg and the temperaturdl,  of the glass-transition temperatu@® the data shown in Fig.
would coincide. An z_inaIyS|s of Figs. 2 and 3 shows that thesg§ <o pe inserted into E7). The total and vibrational en-
two temperatures differ by about a factor of three and Stro”@ropies(including the harmonic parcomputed from the ref-

anharmonic effects exhibited by the present model at |OV\érence poinT, by using analytical formulég) are shown in
temperatures hence are apparent. In order to compute ﬁll_x?

o . : . g. 4. This figure convincingly confirms all our predictions
vibrational potential energy of the native state basin more . : )
; h ..made earlier on the basis of Figs. 2 and 3. The glass-
accurately(i.e., the potential energy the model would have |ft i in th t model Bt=0.35. wh
allowed to reside in the vicinity of the native state oniywe ransition occurs in the present model Bi=0.35, where

performed a separate series of simulations. Starting from thet 1) @ndS,(T) maich. At lower temperatures all the total
initial ground state conformation, simulations were per_entropy of the system is delivered by the native state attrac-

formed in the canonical ensemble foxa0’ time steps (19 tion pasir_1. We note that thej harmonic appr'oximation to the
times longer than the typical relaxation tijret temperatures Hamiltonian imposes too high-energy barriers on the mol-
ranging from 0.06 to 0.56. From each simulation an array ofcule which lead to a reduction of entropyTgt< T<Tj . At
2000 conformations were chosen at random and used to takggher temperatures, constraining the molecule to the bound-
statistical averages. The conformations were checked to ségies of the native state valley results in an underestimation
whether they belonged to the native state basin: if the stee@f entropy afT> Ty . At this temperature the model starts to
est descent operation initiated from a given conformation ledisit other energy minima and thus gains entropy.

-100
0

FIG. 4. Entropy(here we consider only excess entropy arising
from interactions among particles and omit the trivial kinetic part
as function of temperature calculated in the present study for the

to the native state, the conformation was retained in the av-
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IV. CONCLUSIONS dence of the potential energy of the inherent structures and

In this paper, we reported an application of the inheren econd in a rigorous manner from entropy computations.

structure theory coupled with molecular dynamics simula- oth methods produced quite consistent results making clear

tions to investigate the glass-transition phenomenon in aﬁhe remarkable success of the IS theory in prediciig
9 g P when applied to the present protein model.

off-lattice protein model. Freezing was considered into the The thermodvnamic ratioT./T. characterizing the
native state basin only as this was found to be the most Iikel%1 yr oK : Ing .
mount of frustration present in the protein, or its relative

cooling process on time scales comparable to the foldin . . :
time of the model. At shorter relaxation times there could bé’uggedness, is about 1.7 for the present model. This value is

chances that glassification would take place into another lon! good agreement with other calculations of lattice protein

e . . . models as well as experimental observations obtained for

cal minimum with sufficiently low energy. Although this sce- . ) .

. X . ) mall single-domain proteif9)].
nario was not investigated here the present paper contains Al
conceptual and methodological tools necessary to carry out
such an investigation. The only obstacle in this would be the
increasingly high computational cost.

The glass-transition temperatufg was computed in the This work was supported in part by the NSF CAREER
following two manners. First, from the temperature depen-Grant No. 0133504.
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